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ABSTRACT 

Credit cards are becoming increasingly common worldwide due to the growing demand for online 
payments and shopping, resulting in a rise in credit card usage. Consequently, several opportunities 
may arise for fraudsters to cause scams. A credit card fraud detection (CCFD) system needs to be 
established, which alerts banking organizations when fraudulent activities occur. Many machine 
learning (ML) and deep learning (DL) models have been proposed by researchers to detect credit card 
fraud. In this survey, work done on CCFD has been reviewed. Analyzing the papers provides insight 
into the challenges associated with CCFD, such as class imbalance and the performance of various 
ML and DL techniques in detecting fraud. The techniques most used are clustering, DL, ensemble, 
ML, optimization, synthetic minority oversampling technique (SMOTE), and transfer learning. The 
analysis was done on datasets, evaluation metrics, tools, publication year, and techniques commonly 
used for CCFD. The papers studied have utilized Python, MATLAB, and Apache on datasets for 
credit card fraud taken from various sources, including Kaggle, e-commerce transactions, insurance 
fraud, and real-world credit card transaction datasets. A comparison between various techniques is 
conducted using different metrics, including accuracy, precision, recall, and F-measure. 

Keywords: Clustering, credit card fraud detection, deep learning, machine learning, optimization

INTRODUCTION 

CCFD is a significant concern in the financial 
industry, garnering the attention of ML and 
statistical intelligence groups (Afriyie et 
al., 2023; Mienye & Sun, 2023), which 
has resulted in numerous methods being 
proposed to address this issue (Ahmad et al., 
2023; Mahmoudi & Duman, 2015). Given 
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the problem of class imbalance, where the number of unaffected transactions greatly 
exceeds the number of scams, and concept drift (Alhashmi et al., 2023), where transactions 
may alter their numerical assets over time, this really seems to be most challenging from 
a learning viewpoint. Although these are not the only challenges fraud detection systems 
face when approaching learning (Bahnsen et al., 2015; Jain et al., 2019). Frauds in credit 
cards can be carried out offline as well as online. E-commerce organizations extensively 
conduct data mining on their users’ logs. This type of log files contains both authentic and 
fraudulent transactions (Benchaji et al., 2021; Kim et al., 2019). Credit card fraud arises 
when a fraudster uses an extra card without the approval of a credit card user by locating 
crucial information like personal identification number (PIN) and password (Carcillo, Le 
Borgne, et al., 2018; Carcillo et al., 2021; Karthik et al., 2022). As the world is moving 
towards a cashless society, there is an increasing dependence on online transactions. Modern 
fraud does not need criminals to be present physically during the fraud, and they employ 
many approaches to hide their identity (Dal Pozzolo, Caelen, et al., 2014; Dal Pozzolo, 
Johnson, et al., 2014; Langevin et al., 2022). 

Multi-factor authentication (MFA) methods and advanced encryption techniques, 
such as biometric tools, have been utilized to prevent fraudulent actions and protect 
credit card holders and issuers, thereby reducing financial losses for users. Conversely, 
impostors persistently seek out a vulnerability to exploit (Darwish, 2020; Prabhakaran 
& Nedunchelian, 2023). There is a problem of class imbalance, i.e., distribution among 
the classes is not even, and the performance of ML algorithms is affected because of this. 
Various approaches and procedures have been implemented to reduce the disparity between 
the two classes, addressing the problem. One of the methods used is oversampling to raise 
the number of transactions in the minority class by arbitrarily imitating the illustrations 
(Fiore et al., 2019), whereas under-sampling is a method that is utilized to decrease the 
number of transactions in the majority class (Forough & Momtazi, 2022; Padhi et al., 2022). 
Ebiaredoh-Mienye et al. (2020, 2022) used a cost-sensitive adaptive boosting (AdaBoost) 
weighting technique to solve class imbalance by assigning higher weights to the minority 
class than the majority class, thus increasing accuracy in chronic kidney disease prediction. 
Obaido et al. (2022) stated that accuracy can be misleading for imbalanced data while using 
it for disease prediction, so they used balanced accuracy for imbalanced data, which is the 
arithmetic mean of specificity and sensitivity.

Fraud detection and prevention are the primary methods for reducing credit card scams. 
To avoid scams, a set of processes, norms, and guidelines is in place. Protecting payment 
access, intrusion detection schemes, and firewalls are mostly employed approaches to 
prevent scams (Gama et al., 2014; Zhu et al., 2020). Approaches like data mining, predictive 
analytics, and clustering methods can be employed for anomaly detection, which you have 
already employed for disease detection. 
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Moreover, none of these methods can be used without ML, whether it is unsupervised 
or supervised, which is valuable for organizing credit card fraud. However, to detect all 
fraudulent activities, these ML systems must overcome numerous challenges (Ghosh et al., 
2022; Habibpour et al., 2023). The primary objective of this study is to analyze different 
techniques employed in the detection of credit card fraud. The present approaches can be 
classified into many categories, such as clustering, ML, optimization, SMOTE, transfer 
learning (TL), ensemble, and DL. The analysis is also conducted by considering various 
tools, evaluation metrics, and datasets used (Halvaiee & Akbari, 2014). 

RELATED WORK 

This section provides an analysis of different methods used for detecting credit card fraud. 
CCFD methods encompass various methodologies, including clustering, ML, optimization, 
SMOTE, TL, ensemble methods, and DL, among others. 

Categorization of Various CCFD Techniques 

The categorization of various CCFD methods is: clustering, ML, optimization, SMOTE, 
TL, ensemble, and DL. Figure 1 shows the categorization of various CCFD methods. 
The application of these techniques for CCFD and their performance are explained in the 
ongoing section.

Figure 1. Classification of credit card fraud detection techniques 
Note. SMOTE = Synthetic minority oversampling technique 

Clustering-Based Methods 

Carneiro et al. (2022) introduced a value clustering for categorical attributes (VCCA) 
method in which the cost is decreased by reducing the training period and by permitting 
the presence of high-cardinality (HC) features. In this method, ML classifiers like 
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Support Vector Machines (SVMs) and Random Forests are explored. This approach 
delivered the programmed design, which was further refined and revised by fraud 
agents in a transformation board. Kültür and Çağlayan (2017) developed a Cardholder 
Behavior Model (CBM) and concentrated on real-world issues of CCFD by suggesting 
an innovative method. The CBM introduced in this paper has a real-world influence 
and can suggest an extra fraud detection implementation that will work together with the 
existing rule-based capabilities. 

Ahmad et al. (2023) devised an approach of Similarity-based Selection (SBS) to resolve 
the issue of an imbalanced class by utilizing Fuzzy C-means. To highlight the effectiveness 
of SBS methodology and validate its advantage, research performance was related to 
further methods and to address the issue of random under-sampling (RUS), SBS confirms 
the resemblance and honesty of the features. The determination of discovering the finest 
under-sampling method is free from RUS issues and gives a better outcome. 

DL-Based Methods 

The text2IMG conversion method developed by Alharbi et al. (2022) was designed to 
provide effective outcomes for CCFD. By using computer vision, this technique enhanced 
the detection of credit card fraud. This method also addresses future approaches for 
converting various types of text data into images and organizing the information in distinct 
forms. To discover new differentiating characteristics for CCFD, several feature engineering 
techniques were used, and this model also offers new features to enhance the performance. 
Forough and Momtazi (2022) introduced deep neural networks (DNNs) and probabilistic 
graphical models (PGMs) for analyzing credit fraud detection. This technique was analyzed 
with the baseline method by utilizing two practical databases and then observed how taking 
the concealed consecutive relations among businesses and anticipated labels may enhance 
the outcomes, and this model accomplished the capable outcomes in under-sampling and 
oversampling. 

Li et al. (2020) developed a deep representation learning method for detecting credit 
card scams, which offered the benefit of achieving better and consistent performance. This 
method comprises the particularly enhanced loss function, FCL, and DNN. To expand 
the intra-class density and interclass departure, full center loss (FCL) was capable of 
managing the deep representation learning technique from a selection of approaches. 
Competitive swarm optimization-Deep convolutional neural network (CSO-DCNN) was 
devised by Karthikeyan et al. (2023) to make a DCNN for identifying the abnormalities 
by using the proposed CSO. In case of fraud situations, supervised learning on previous 
records was unable to detect a specific accent. They suggested CSO-DCNN, known as an 
unsupervised learning technique, and customized ReLu by connecting the contributions 
and productions. 



PREPRINT

CCFD Using Machine Learning and Deep Learning Techniques

Ensemble-Based Methods 

Karthik et al. (2022) established a Hybrid ensemble model of boosting and bagging group 
classifiers, and the model also used the prominent features of both approaches. Since the 
issue of data imbalance was addressed by a hybrid method, experiments using Brazilian 
bank data and University of California, San Diego-Fair Isaac Corporation (UCSD-FICO) 
data displayed durability. Xie et al. (2021) introduced a heterogeneous ensemble learning 
model based on data distribution (HELMDD) to resolve the issue of extremely imbalanced 
information circulation in CCFD. In this method, the resampling method based on majority 
class data distribution (RMDD) was developed in terms of the majority class, where it was 
classified into ordinary samples and boundary samples. It produced numerous balanced 
subgroups in terms of clustering, in which many base classifiers were trained. Thus, this 
method achieved a high recall rate for the majority class. 

The champion-challenger framework was formulated by Kim et al. (2019) for the 
advancement procedure. It has significant class and rate imbalances, thus necessitating the 
use of accurate calculation measures. Additionally, these models were utilized in a practical 
fraud detection system to assess their effectiveness over a one-month period. Alhashmi 
et al. (2023) used a bank account fraud (BAF) dataset on which an ensemble method was 
employed, and performance was compared with other classifiers, namely Voting Classifier, 
Random Forest, Gradient Boosting, Logistic Regression, and Neural Networks, on different 
metrics such as accuracy, precision, recall, and F1-score. The suggested ensemble model 
performed better than other classifiers with an accuracy of 98%. The importance of 
precision-recall trade-offs in fraud detection was also showcased.

ML-Based Approaches 

The learning algorithm was developed by Dal Pozzolo et al. (2017), which was essential 
for providing opinions throughout the learning problem and accepting precise statements. 
The suggested learning technique involves individually training a classifier on feedback 
and a classifier on delayed supervised samples, then relating to detecting warnings, which 
obviously places major importance on feedback. Afriyie et al. (2023) employed Logistic 
Regression, Decision Tree, and Random Forest approaches to categorize online credit card 
transactions as either fraudulent or legitimate. The dataset was balanced before creating the 
models using the under-sampling strategy to guarantee that the model did not only favor 
the majority class and prevent over-fitting the techniques to the data. 

Alfaiz and Fati (2022) demonstrated a method called AllKNN-CatBoost, which pays on 
stratified K-fold cross-validation together with a real-life dataset of European cardholders for 
detecting credit card fraud. To find fraudulent transactions, the ML approaches were taken 
to the test in the first stage, and then they were chosen to be applied once more in the second 
stage. AdaBoost and Light Gradient Boosting Machine (LightGBM) are established by Malik 
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et al. (2022), in which several hybrid ML models were generated and inspected based on the 
combination of supervised ML approaches. It was exposed that the hybridization of some 
methods produced an important benefit over the most progressive methods. 

Ghosh et al. (2022) revealed a Neural Aggregate Generator (NAG) method to extract 
the features based on neural networks that acquire feature aggregates. The NAG’s network 
scheme thoroughly resembles the configuration of feature aggregates, in contrast to other 
programmed feature extraction methods. Furthermore, the NAG improved learnable 
aggregates over predictable ones by easy feature value matching and relative weights. 
The generative adversarial networks (GAN) technique was developed by Langevin et al. 
(2022), in which the influence of artificial information on the performance is reliant on 
basic customer distributions and the source of information. In order to increase training 
sets for fraud detection, it has the potential to increase model performance by accumulating 
small quantities of GAN-generated synthetic data. 

Carcillo et al. (2021) devised supervised and unsupervised approaches for the application 
of a hybrid strategy that uses unsupervised outlier scores to increase a fraud detection 
classifier’s feature set. Beyond its applicability, the datasets of credit card transactions and 
the effect of the invention lie in the execution and assessment of several granularity levels 
for the purpose of an outlier score. Attention mechanism and long short-term memory 
(LSTM) deep model were introduced by Benchaji et al. (2021) to relate the assets of several 
ML approaches, like a swarm intelligence-based approach, which was utilized to select 
the best division of relevant features. The uniform manifold approximation and projection 
(UMAP) approach was used to decrease dataset dimensionality, and SMOTE was employed 
to address the problem of imbalanced data. To overcome the issue of imbalanced data, the 
prediction efficacy during the identification of fraudulent transactions was enhanced. 

Lin and Jiang (2021) developed an autoencoder-probabilistic random forest (AE-PRF) 
to reduce the data dimensionality and to remove data features. Additionally, it used RF 
with a probabilistic arrangement to make data appear fraudulent and offer a probability to 
that label. When the related probability influences a certain threshold, the AE-PRF reports 
the final classification as fraudulent. Data resampling approaches, such as SMOTE, were 
utilized to balance the quantities of legitimate and fraudulent transactions. Strelcenia and 
Prakoonwit (2023) introduced a method of K CGAN, which was used to compare and 
assess the performance of classifiers in characteristics between criminal and permitted 
transactions. It is also used to test the categorization outputs and to distinguish between 
fraudulent and legitimate transactions. For accessibility, recall, F1 score, recall, and 
accuracy precision are engaged. 

Seera et al. (2021) produced an ML approach to improve the learning approaches. 
A Malaysian financial institution utilized the definite payment card database. In order to 
accurately assess the effectiveness of the recognized tactic, fraud detection was identified in 
other parts of the world, which would be useful to collect more real-world data from other 
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countries. Hidden Markov models (HMMs) were established by Lucas et al. (2020) for 
producing features based on HMMs that permit the incorporation of sequential knowledge 
in transactions as features. These HMM-based characteristics allow the Random Forest 
classifier to categorize the information using sequential data. HMMs agree to take in a 
wide range of sequential data due to their numerous perspective assets. 

Fiore et al. (2019) devised a GAN to tackle the class imbalance issue while using 
supervised classification to find credit card fraud. A training set is utilized to create an 
augmented set, which has more instances of the minority class than the training set. A 
tailored GAN is used to create synthetic instances. The advised method was fundamentally 
reliant on labeled examples of fraudulent transactions. Alshutayri (2023) employed logistic 
regression for fraud transaction detection on movie ticket transactions done using credit 
cards on data collected from European cardholders. The dataset consisted of 284,807 
transactions, with 492 fraud transactions. The accuracy of the suggested technique was 
reported as 99.88%. 

A parenclitic network was demonstrated by Zanin et al. (2018) to show how data mining 
and complex networks are combined as corresponding tools in a synergistic manner to 
improve the classification rates obtained by classical data mining algorithms. To advance 
data mining methods, fraud instances were identified in credit card transactions. Carcillo, 
Dal Pozzolo, et al. (2018) revealed the SCAlable Real-time Fraud Finder (SCARFF) 
method to identify fraud in a short period of time mechanically. The scheme, progress, 
and testing of an open-source big data solution for actual fraud detection were done using 
a comfortable real-life data set, which establishes the framework’s novel contribution. In 
order to give emphasis to the approach, it has been entirely open source and replicable 
using a synthetic dataset and Docker9 container. 

Carcillo, Le Borgne, et al. (2018) developed an active learning system to analyze the 
accuracy of CCFD. Various approaches, including semi-supervised learning, exploratory 
active learning, combining functions, and traditional active learning, are applied to a 
real-life dataset. The two-dimensional cognitive therapy of complications, such as non-
separability, the issue in fraud detection, is delivered through various tactics, and it is 
similar to visualization. Artificial Immune Recognition System (AIRS) algorithm within 
artificial immune system (AIS) was devised by Halvaiee and Akbari (2014) to identify 
credit card fraud, and a new technique called AIS-based Fraud Detection Model (AFDM) 
was established for this purpose. The AIRS method has established many advancements 
in the technique by improving accuracy while lowering system training time and costs. An 
exclusive method in AFDM was utilized to regulate the antigens’ empathy for one another. 

Zhang et al. (2022) established a one-class support vector machine (OCSVM) and 
AdaBoost, in which SMOTE has resolved the imbalanced class problem with excessive 
performance, and their categorization capability needs to be developed in various practical 
circumstances. To precisely identify fraudulent activities, it utilized anomaly detection 
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on imbalanced data and IForest with kernel principal component analysis. OCSVM 
and AdaBoost approaches were active in sensing outliers, which significantly improved 
detection effectiveness and accuracy. Alshawi (2023) proposed an approach for detecting 
fraud that could deal with tiny, unbalanced datasets. He trained Logistic regression, 
Decision Trees, Naïve Bayes, AdaBoost, Random Forest, and XGBoost on synthetic data 
generated using GAN. He reported that, except for naïve Bayes, all other models had an 
accuracy of 95% or more. 

LSTM and gated recurrent unit (GRU) were demonstrated by Mienye and Sun (2023), 
which serve as the source learners for a robust deep-learning policy, which also included 
a multilayer perceptron (MLP) functioning as the meta-learner. To balance the stability 
of the class distribution in the dataset, the hybrid synthetic minority oversampling model-
edited nearest neighbor (SMOTE-ENN) technique is used. Du et al. (2023) introduced an 
autoencoder and decision tree-based classifier with Light Gradient Boosting (AED-LGB) 
approach, and bank credit card fraud was addressed using the AED-LGB. This method 
first customizes an auto-encoder to remove the features from the input, after which it feeds 
them into the LightGBM approach for calculation and organization. The algorithm then 
recognizes information that goes beyond the threshold as fake information. AED-LGB 
approach performance was estimated by using an anonymized database from a bank. 

Hafez et al. (2025) offered a systematic review of AI-enhanced techniques used in CCFD, 
focusing on recent advancements in ML, DL, and hybrid models, critically evaluating over 
50 studies by comparing methodologies, feature engineering techniques, and performance 
outcomes across different datasets. Farabi et al. (2024) also conducted a comprehensive 
study focused on evaluating multiple ML algorithms for CCFD, aiming to identify models 
that offer optimal performance in terms of accuracy and fraud mitigation. After analysis of 
algorithms like decision trees, random forest, SVM, logistic regression, and neural networks 
on benchmark datasets, the authors concluded that ensemble models, particularly random 
forest and gradient boosting, demonstrated superior detection capabilities. 

Optimization-Based Approaches 

Prabhakaran and Nedunchelian (2023) formulated the technique, oppositional cat swarm 
optimization-based feature selection model with a deep learning model for CCFD (OCSODL-
CCFD), to identify and categorize credit card fraud. The OCSODL-CCFD method includes 
a variety of developments, such as oppositional cat swarm optimization (OCSO)-based 
feature selection, preprocessing, chaotic Krill Herd algorithm (CKHA)-based hyper-
parameter optimizer, and bidirectional gated recurrent unit (BiGRU) classifier. The OCSO 
models’ design aids in decreasing computing complexity and improving classification 
outcomes. Group Search Firefly Algorithm was presented by Jovanovic et al. (2022) to tackle 
the problem of CCFD, and it recommends a hybrid ML and swarm meta-heuristic method. 
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Extreme learning machines, SVMs, and extreme gradient-boosting ML methods were 
adjusted using the newly upgraded firefly technique called the group search firefly approach. 

Padhi et al. (2022) employed the Rock Hyrax Swarm Optimization Feature Selection 
(RHSOFS) method to progress credit card fraud transaction documentation methods. The 
feature selection (FS) method in terms of a metaheuristic approach called RHSOFS, which 
was stimulated by the normal behavior of rock hyrax swarms. From a high-dimensional 
dataset, a subgroup of the best applicable features is preferred using this method. Singh and 
Jain (2020) presented a cost-sensitive learning flower pollination metaheuristic algorithm 
(CSFPA) with the benefit of the correlation-based feature selection (CFS) model and flower 
pollination algorithm (FPA). The other method of cost-sensitive metaheuristic technique 
and cost-sensitive classifier was offered to ease the misclassification cost of credit card 
transactions from class imbalance data. 

Hyper-Heuristic Evolutionary Algorithm (HHEA), an exclusive Bayesian network 
classifier (BNC) approach, was established by Sánchez et al. (2009) to address a practical 
issue of CCFD. A HHEA method, which advances unique solutions for categorizing 
datasets, originally produced the FraudBNC method, and this algorithm is common enough 
to resolve further classification problems. 

SMOTE-Based Methods 

SMOTE and Easy Ensemble were introduced by Dal Pozzolo et al. (2017) to address the 
fraud detection issue and recommend suitable performance measures for fraud detection 
tasks like average precision (AP), area under curve (AUC), and precision rank. In relation 
to the overall number of transactions, fraud is quite occasional. Additionally, the purpose of 
detection is to provide the investigators with the transactions that pose the most significant 
risk of fraud. Therefore, rating transactions according to their chance of fraud is more 
important. Rtayli and Enneya (2020) developed a hyperparameter optimization (HPO) 
approach using SMOTE to generate a hybrid algorithm for CCFD. The advised method 
has a great capability to distinguish fraudulent transactions. More precisely, the Recursive 
Feature Elimination (RFE) was utilized for indicating the most valuable predictive features, 
and the Grid Search cross-validation (CV) for SMOTE and HPO are used to resolve the 
imbalanced data problem, and are united to produce robustness. 

TL-Based Methods 

Fraud detection system (FDS) was introduced by Lebichot et al. (2021) to investigate 
the presentation of TL methods in transaction-based fraud detection systems. It is very 
reasonable from a business standpoint, and the improvement of techniques to relate 
detection models learned in combined markets to fresh ones was still a primary goal for 
transactional organizations. 
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Other Methods 

Habibpour et al. (2023) employed an uncertainty quantification (UQ) approach in which 
the grade of uncertainty associated with generating the predictions was measured using 
three deep UQ methods, which resulted in a responsible categorization. In order to advance 
fraud prevention, decision-makers might get supplementary insights by enumerating the 
uncertainty of predictable fraudulent transactions. To evaluate the prediction uncertainty 
estimations, various performance measures and the UQ confusion matrix are also engaged. 
Information utilization method (INUM) was devised by Han et al. (2021) to support four 
newly developed MMEAs to do a better job of handling multimodal multi-objective issues. 
Its inventive technique is to arbitrarily choose multiple D-vectors from all D-vectors in the 
choice space, to categorize them, to select the top and bottom D-vectors, to make a data 
vector by deducting the top from the bottom D-vectors, and finally to produce offspring 
by accumulating data for all solutions to produce the best results. 

Prusti et al. (2021) demonstrated a graph database model in response to the graph 
database pattern, and a fraud detection system was offered. Some transaction database 
features are united with graph features that are recovered using the Neo4j tool. To precisely 
recognize fraudulent transactions, five supervised and two unsupervised ML approaches 
are applied. For detecting fraudulent transactions, the categorization methods are also 
utilized to calculate the features. Tingfei et al. (2020) developed a variational automatic 
coding (VAE) to address the issue, a VAE-based oversampling technique that syndicates 
traditional DL methods. In an unbalanced dataset, the VAE approach is used to generate a 
large number of diverse instances from minority groups, which are subsequently used to 
train the classification network. Additionally, it outperforms existing oversampling systems 
based on GAN methods. 

Gianini et al. (2020) established a Game Theory-based methodology that assigns a 
normalized score to every individual rule, evaluating the rule’s contribution to the pool’s 
overall performance. By using the Shapley value (SV), a power index produced under 
Coalitional Game Theory, it was to extend the efficacy of association. This score has two 
major uses: to maintain or eliminate a rule from the pool during the periodic rule evaluation 
process and to select the best k rules. Weighted extreme learning machine (WELM) was 
developed by Zhu et al. (2020) to equate the performance of many intelligent optimization 
practices on an unbalanced classification problem while enhancing the WELM. The 
WELM with a probability-based mutation-enabled dandelion approach performs WELM 
with a bat algorithm, a dandelion algorithm, particle swarm optimization, and a genetic 
algorithm. The advised method is also used to detect credit card fraud and has excellent 
detection performance. 

Darwish (2020) produced a two-level CCFD method to increase classification accuracy 
and accelerate detection convergence. A two-level artificial bee colony algorithm (ABC) 
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and k-means approaches were utilized to recognize credit card fraud from extremely 
unbalanced datasets. To deal with the k-means classifier’s inability and to identify the 
precise cluster, cluster ABC was used. 

Ebiaredoh-Mienye et al. (2021) presented a stacked sparse autoencoder approach 
integrated with an artificial neural network (ANN) to enhance the prediction accuracy 
of credit card fraud on high-dimensional and imbalanced data by employing feature 
learning techniques that automatically extract relevant patterns. Their proposed approach 
outperformed traditional neural networks and other ML classifiers in prediction performance 
while effectively reducing noise and dimensionality. Esenogho et al. (2022) integrated a 
neural network-based ensemble model and feature engineering techniques to improve 
the detection of credit card fraud, especially on imbalanced datasets. And they reported 
superior performance in fraud detection accuracy, F1-score, and false positive reduction 
compared to standalone models. 

Table 1 presents a comparative analysis of various techniques reviewed in this paper on 
various parameters, like techniques employed, datasets used, and metrics used for evaluation.

A consumer incentive system was introduced by Wang et al. (2019) to end fraudulent 
credit card transactions. The two normally employed tactics are to take no preventative 
measures and to employ the ML detection method for all transactions. It also includes 
contribution motivations to customers and demanding inferior verification for every 
transaction, and the difficulties associated with fraudulent credit card transactions are 
captured by the required considerations. Somasundaram and Reddy (2019) developed a 
transaction window bagging (TWB) approach, which is based on incremental learning 
and challenges the proficient management of concept drifts caused by covariate drift 

Table 1
Comparative analysis

Authors Year Proposed method Dataset used Evaluation metrics Category
Carcillo et al. 2021 Supervised and 

unsupervised 
techniques

CCRD dataset Precision, AUC-PR ML

Benchaji et 
al.

2021 Attention 
mechanism and an 
LSTM deep model

Credit card fraud 
dataset

Accuracy, precision, 
recall

ML

Xie and Li 2021 HELMDD Credit card 
transaction dataset

Recall, G-mean, 
AUC

Ensemble

Alharbi et al. 2022 Text2IMG 
conversion 
technique

Kaggle dataset Accuracy, sensitivity, 
specificity, F1 score

DL

Alfaiz and 
Fati

2022 AllKNN-CatBoost CCRD dataset AUC, accuracy, 
recall, precision, F1 
score

ML
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Authors Year Proposed method Dataset used Evaluation metrics Category
Malik et al. 2022 AdaBoost, 

LightGBM
IEEE-CIS fraud 
detection

ROC, TPR, 
precision, F-measure, 
TNR, Type-I error, 
Type-II error

ML

Jovanovic 
et al.

2022 Group Search 
Firefly Algorithm

CCRD Accuracy, precision, 
recall, F1 score

Optimization

Forough and 
Momtazi

2022 DNN, PGM CCRD Precision, recall, F1 
score, AUC-ROC, 
PR-AUC

DL

Carneiro et 
al.

2022 VCCA Credit card 
transactions fraud 
detection dataset

F1 score, AUC, PRC Clustering

Padhi et al. 2022 RHSOFS Credit card fraud 
dataset

Accuracy, recall, 
precision, F1 score, 
MCC, specificity

Optimization

Zhang et al. 2022 OCSVM and 
AdaBoost

Credit card fraud 
dataset

Accuracy, precision, 
recall, F1 score

ML

Habibpour 
et al.

2023 UQ techniques IEEE-CIS fraud 
detection

Accuracy, sensitivity, 
specificity, precision

Others

Mienye and 
Sun

2023 LSTM and GRU Credit card fraud 
detection

Sensitivity, 
specificity, AUC

ML

Du et al. 2023 AED-LGB 
algorithm

Credit card 
transaction dataset

Accuracy, MCC, 
TPR, TN

ML

Prabhakaran 
and 
Nedunchelian

2023 OCSODL-CCFD Credit card dataset Accuracy, F1 score, 
MCC

Optimization

Karthikeyan 
et al.

2023 CSO-DCNN Insurance fraud 
dataset

Accuracy, MAE, 
MSE

DL, 
optimization

Ebiaredoh-
Mienye et al.

2021 Stacked sparse 
autoencoder + ANN

Credit card default 
dataset (likely a real-
world/bank dataset)

Accuracy, precision, 
recall, F1 score

ML

Esenogho 
et al.

2022 Neural network-
based ensemble 
model

CCRD dataset Accuracy, F1 score, 
false positive rate

ML

Note. CCRD = Credit card fraud detection; ML = Machine learning; LSTM = Long short-term memory; HELMDD 
= Heterogeneous ensemble learning model based on data distribution; G-mean = Geometric mean; AUC = Area 
under curve; DL = Deep learning; AllKNN = All-k-nearest neighbors; LightGBM = Light Gradient Boosting 
Machine; IEEE-CIS = Institute of Electrical and Electronics Engineers – Computational Intelligence Society; 
ROC = Receiver operating characteristic; TPR = True positive rate; TNR = True negative rate; DNN = Deep 
neural network; PGM = Probabilistic graphical model; AUC-ROC = Area under the curve – Receiver operating 
characteristic; PR-AUC = Precision-recall area under the curve; VCCA = Value clustering for categorical attributes; 
PRC = Precision-recall curve; RHSOFS = Rock Hyrax Swarm Optimization Feature Selection; MCC = Matthews 
correlation coefficient; OCSVM = One-class support vector machine; UQ = Uncertainty quantification; GRU = 
Gated recurrent unit; AED-LGB = Autoencoder and decision tree-based classifier with Light Gradient Boosting; 
TN = True negative; OCSODL-CCFD = Oppositional cat swarm optimization deep learning for credit card fraud 
detection; CSO-DCNN =  Competitive swarm optimization-Deep convolutional neural network; MAE = Mean 
absolute error; MSE = Mean squared error; ANN = Artificial neural network 

Table 1 (continue)
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and class drift. Their approach can also handle noisy and unbalanced data that creates 
extremely accurate predictions. To decrease the training period and offer predictions that 
are impervious to data imbalances, balanced data selection kept the lowest imbalance ratios. 

Jiang et al. (2018) devised a fraud detection method to form a new behavioral profile of a 
cardholder that can be drawn on the forms of behavior from similar cardholders. To address 
the parameters’ capacity and to respond quickly, cardholders’ transactional behaviors are 
used. The efficiency and efficacy of the technique are confirmed by experimental findings. 
Advanced Transaction Exploration (APATE) was presented by Van Vlasselaer et al. (2015) 
for detecting fraudulent credit card transactions made at internet dealers. This method 
syndicated two types of features, namely intrinsic features and network-based features. 
The intrinsic features were a result of the characteristics of incoming transactions and 
customer history. Then, network-based features are derived by leveraging the network of 
credit card holders and merchants. 

Seeja and Zareapoor (2014) developed Fraud Miner, a CCFD model designed to detect 
fraud in highly complex and unknown credit card transaction datasets, thereby identifying 
both lawful and fraudulent transaction configurations. Each client has frequent item set 
mining, which resolves the class imbalance problem. It was also utilized to determine if 
the configurations are fraudulent or legal and to make a judgment in line with the result. 

RESEARCH GAPS AND ISSUES 

The investigation difficulties encountered by clustering are as follows: The CBM method 
failed to focus on online transactions. Moreover, it was challenging to develop a new model 
and to create a distinct method for card-present and internet transactions. The SBS technique 
does not attain optimum and best outcomes, and thus, it was not easy to investigate in terms 
of improving the introduced approach. 

The investigation challenges tackled by DL methods are revealed below: The goal of 
the text2IMG-based classification method is to increase the effectiveness of the method 
by the application of added portions. Moreover, it was stimulating to enhance prediction 
proficiency and to remove redundant data from transactions. The CSO-DCNN technique 
does not take any effort, and it was a challenge to incorporate further database, which covers 
statistically delicate features, and in executing ensemble attractive methods. 

The experimentation problems conflicting with ML approaches are given below: 
The learning algorithm was unsuccessful in exchanging the  linear accumulation of 
subsequent prospects, and it was difficult to improve the attentive precision by executing 
the learning-to-rank technique. AdaBoost and LightGBM techniques did not focus on the 
disadvantages of misplaced values. Furthermore, various approaches can be established 
through feature extraction and selection, allowing for the regulation of their influence 
on estimated accuracy. 
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The GAN approach was challenging to observe substitute variance in privacy 
explanations and allowances, which also includes perceiving the problem in privacy 
with the related information. Attention mechanism and LSTM deep method aim to train 
about CCFD approaches, in which it was difficult to process the series, which depends on 
transformers and attention without any recurrent networks. The AE-PRF model failed to 
advance its performance by utilizing the hyperparameters of the random forest (RF) and 
autoencoder (AE) approaches. 

Moreover, there is a problem in applying the introduced technique to various requests 
for assessing its process. The devised model HMM did not synchronize the predictions of 
HMM features and LSTM, which is also a challenge to identify the scams in the face-to-face 
transaction. In the SCARFF technique, the challenge is to focus on analyzing the prevailing 
result for the business partner, assessing its effectiveness, and evaluating its robustness. 

The analysis difficulties addressed by optimization are established as follows: The 
CSFPA did not demonstrate analysis on a larger number of datasets. Moreover, it was still 
a challenge to determine the time cost, and the performance of the devised technique also 
needs to be developed through subsequent features of unit tactics. 

The difficulties encountered by the other techniques are also demonstrated below: 
the INUM approach aims to improve their performance by involving the challenge in 
contributing to real-life optimization issues. The recall rate is enhanced in the approach 
of VAE. It was also challenging to improve the metrics of F-score and precision, while 
maintaining the performance of recall equivalent to that of other techniques.  

Figure 2. Category analysis based on various 
techniques  
Note. DL = Deep learning; SMOTE = Synthetic 
minority oversampling technique; ML = Machine 
learning; TL = Transfer learning

COMPARATIVE ANALYSIS 

This section illuminates a discussion and 
analysis of CCFD based on various criteria. 
For this analysis, various research papers 
are compared on various approaches, 
such as characterized techniques, datasets, 
publication year, and performance metrics. 

Analysis Based on Techniques 

In this part, several CCFD techniques 
are compared. Figure 2 describes the 
distribution of various CCFD methods 
used in this survey. It is evident that the 
maximum papers surveyed used ML-based 
approaches, followed by optimization-
related techniques. Other papers used 
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clustering-based, DL, ensemble approaches, SMOTE techniques, and TL models for the 
detection of fraud. 

Analysis Based on the Tools Used 

In this section, the tools used by different researchers are compared. Table 2 shows the 
tools and software used for detecting credit card fraud. The implementation tools used by 
researchers are Apache, Python, Java, and MATLAB. Python and MATLAB were utilized 
by most of the researchers included in this survey. Apache and Java were utilized in one 
paper, respectively. 

Table 2
Analysis based on tools 

Tools Apache Python Java MATLAB
No. of publications 1 15 1 6

Analysis Based on Publication Year 

Various CCFD methods were studied in this analysis. Table 3 illustrates the year of 
publication and the number of papers published. Most of the papers studied have been 
published in the years 2022 and 2023. 

Table 3
Analysis based on the publication year 

Year 2014 2015 2017 2018 2019 2020 2021 2022 2023
No. of 

publications 3 1 2 5 4 8 8 11 11

Analysis Based on the Dataset 

In this section, the analysis is done on the datasets used by the papers included in 
the review. The datasets utilized in this analysis are BankSim dataset, Brazilian bank 
dataset, card-specific transaction datasets, credit card dataset, credit card fraud dataset, 
CCFD, credit card transaction data set, e-commerce transactions dataset, Institute of 
Electrical and Electronics Engineers-Computational Intelligence Society (IEEE-CIS) 
fraud detection, insurance fraud dataset, Kaggle dataset, PagSeguro dataset, real-world 
credit card transactions dataset, real-world dataset, Resilient Distributed Dataset (RDD), 
synthetic testing dataset, and UCSD-FICO dataset, to name a few. Figure 3 describes the 
datasets applied for the analysis. Here, the CCFD dataset is used in nine research papers, 
the credit card dataset is utilized in six papers, and a real-world dataset is used in five 
papers. Four papers used the credit card transactions dataset, and in three papers, the 
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Brazilian bank dataset, the credit card dataset, and the IEEE-CIS fraud detection dataset 
were engaged. The datasets UCSD-FICO and credit card transactions for fraud detection 
are used by two papers. One paper also utilizes datasets such as synthetic testing, RDD, 
real-world credit card transactions, PagSeguro, Kaggle, Insurance Fraud, e-commerce 
transactions, default of credit card clients, BankSim, and card-specific transaction 
datasets. The datasets used have many attributes; some are used in their original form, 
while others are used after feature extraction. Analysis done on these datasets can give 
us insight into what features generally distinguish fraud transactions from normal 
transactions. ML and DL algorithms were able to perform efficiently on real-world 
datasets as well as datasets available online. The research done on different datasets can 
be used by banking and credit card companies to identify fraudulent transactions and 
prevent fraud, leading to a decrease in losses due to fraud. 

Analysis Based on Performance Metrics 

In this analysis section, the evaluation metrics applied in the research papers are explained. 
The performance metrics utilized in this dataset are accuracy, precision, recall, F measure, 
specificity, AUC, sensitivity, Matthew’s correlation coefficient (MCC), true positive 
rate (TPR), true negative rate (TNR), false positive rate (FPR), cost, Type II error, Type 
I error, receiver operating characteristic- area under curve (ROC-AUC score), receiver 

Figure 3. Analysis based on datasets 
Note. IEEE-CIS = Institute of Electrical and Electronics Engineers-Computational Intelligence Society; UCSD-
FICO = University of California, San Diego-Fair Isaac Corporation
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operating characteristic (ROC), root mean quadratic error (RMQE), precision-recall curve 
(PRC), precision at k (Pk), negative predictive value (NPV), mean square error (MSE), 
misclassification rate, absolute mean error (AME), Kolmogorov–Smirnov (K-S statistics), hit 
rate, G-mean, Fraud detection rate, false negative rate (FNR), false alarm rate, fall-out, error 
rate, detection rate, process capability index (CPk), benefit-cost ratio (BCR), average cost, 
area under ROC curve (AUROC), area under the precision-recall (AUPR measure), area under 
the receiver operating characteristic (AUC-ROC), area under the curve of precision-recall 
(AUCPR), alert rate, and AP. Here, accuracy was used in 26 papers, precision in 25 papers, 
F-measure in 19 papers, recall in 21 papers, AUC in 11 papers, specificity in 12 papers, TPR 
and FPR in six papers, TNR in five papers, AUC-ROC, AUC-PR, BCR, and G-mean in two 
papers and finally, AP, alert rate, AUPR measure, AUROC, average cost, CPk, detection rate, 
error rate, fall-out, false alarm rate, FNR, fraud detection rate, hit rate, K-S statistics, MAE, 
misclassification rate, MSE, NPV, Pk, PRC, RMQE, ROC, ROC-AUC score, Type I and II 
errors are identified in only one paper, respectively. 

Figure 4 illuminates the metrics-based analysis. As seen from the graph, accuracy is 
most frequently used, followed by precision, recall, and F-measure. Accuracy provides 
an overall evaluation of the method employed, including both fraudulent and normal 
transactions. Precision, on the other hand, emphasizes measuring the proportion of true 
positive predictions among all positive predictions. Recall measures the proportion of true 
positive predictions among all actual positive instances in the dataset. Recall is important 
in detecting fraud. High recall indicates fewer fraud transactions remain unidentified. 

Table 4
Analysis based on accuracy 

Accuracy range 
(%) 

Number of research 
papers 

0-80 2 
81-85 2 
86-99 16 

Above 99 6 

Analysis Based on Values of Accuracy 

The range of accuracy and the number of 
research papers are given in Table 4, which 
indicates that accuracy ranges between the 
values of 0-80, 81-85, 86-99, and above 
99%, respectively. Here, the accuracy 
between 0-80% lies in two papers. Next, 
between the values of 81-85%, two papers 
were selected. From 16 papers, the accuracy has a value between 86-99% and six research 
papers reached an accuracy range of above 99%. 

CONCLUSION 

This review aims to study past work in the field of CCFD. The survey focused on techniques 
employing clustering-, ML-, optimization-, SMOTE-, TL-, ensemble, and DL-based 
methods, respectively. Furthermore, the challenges in the literature are considered and 
identified from past research. Class imbalance is found in most of the CCFD datasets. Some 
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techniques that have been used for reducing the class imbalance problem are also discussed. 
Moreover, we have tried to identify the research gaps in the techniques analyzed. Different 
techniques are analyzed on various parameters. The analysis is conducted on the tools used 
for analysis, the datasets employed, the year of publication of papers, performance metrics, 
and other relevant factors. In this survey, it was discovered that Python was used more 
frequently by the researchers for analysis, followed by MATLAB. To assess performance, 

Figure 4. Analysis based on performance metrics 
Note. TPR = True positive rate; TNR = True negative rate; ROC-AUC = Receiver operating characteristic-
area under the curve;  ROC = Receiver operating characteristic; RMQE = Root mean quadratic error; PRC 
= Precision-recall curve; Pk = Precision at k; NPV = Negative predictive value; MSE = Mean squared 
error; MCC = Matthews correlation coefficient; MAE = Mean absolute error; K-S statistics = Kolmogorov-
Smirnov statistics; G-mean = Geometric mean ; FPR = False positive rate; FNR = False negative Rate; CPk 
= Process capability index; BCR = Balanced classification rate; AUROC = Area under the receiver operating 
characteristic curve; AUPR = Area under the precision-recall; AUC-ROC = Area under the curve–Receiver 
operating characteristic; PR-AUC = Precision-recall area under the curve; AUC = Area under curve; AP = 
Average precision
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accuracy was employed. The database used for this analysis was taken from online sources 
and some real-world datasets. In the future, research can be conducted to address the class 
imbalance problem present in CCFD datasets, and feature extraction techniques can be 
employed to reduce the processing time. The research should aim to enhance accuracy and 
speed in CCFD, enabling banks and other organizations to benefit from these techniques.
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